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Methods and Materials

Data
202 annotated color Aperio SVS images
Scanned with an Aperio CS-1 at 20x
106,024 image chips at 10x magnification
Average full size image ~ 845 MB
Annotated by Navy pathologists
Manually specifying additional categories: ink, white space, fat, and stroma
System
NVIDIA GeForce GTX980 GPU (single card) via Intel Haswell-E PCle 3.0
Maxwell architecture, 2048 CUDA cores, 4GB memory, NV driver 352.63
6-core Intel Xeon E5-2603 v3 at 1.60 GHz with 16GB DDR4
Ubuntu 14.04, DIGITS 3.0-rc3, CUDA 7.5, cuDNN v4, NVCaffe 0.14




Results

March 2016
256x256

Full color
GoogleNet

60 epochs
Additional annotation
of previously
unrelated image

contents (fat, surgical
ink, marking ink).
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